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Abstract

Sentence boundary detection (SBD) is a fundamental building block in the Natural Language Processing (NLP) pipeline.
Incorrect SBD may impact subsequent processing stages resulting in decreased performance. Inwell-behaved corpora,
a fewsimple rules based on punctuation and capitalization are sufficient for successfully detecting sentence boundaries.
However, a corpus like MEDLINE citations presents challenges for SBD due to several sy ntactic ambiguities, e.g,
abbreviation-periods, capital letters in first words of sentences, etc. I nthis manuscript we presentan algorithm to address
these challenges based on majority voting among three SBD engines (Python NLTK, pySBD, and Syntok) followed by
custom post-processing algorithmsthatrely on NLP spaCy part-of-speech, abbreviation and capital letter detection, and
computing general sentence statistics. Experiments on several thousand MEDLINE citations show that our proposed
approachforcombining multiple SBD engines and post-processing rules performs better than each individual engine.

Introduction

This paper describes anongoing effortatthe National Library of Medicine (NLM) related to the detection of sentence
boundaries of MEDLINE documentswhere a document refersto a MEDLINE citation which contains a titke and may
contain an abstract.

Sentenceboundary detection (SBD) is an important pre-processing step in many Natural Language Processing (NLP)
applications, such as sentence embedding, part-of-speech taggers, document indexing, and question answering.
Several techniques for detecting sentence boundaries have been reported in the NLP literature covering a variety of
text domains including general text (WSJ text and the Brown corpus [1,2]), biomedical text (the GENIA corpus [3] of
biomedical abstracts), clinical text (thei2b2 corpus [4]), and legal text (the United States Courts decisions dataset [5]).

As pointed out in reviews by Griffis [6] and Read [7], the performance of the reviewed SBD techniques is domain
dependent. Most do well in general text domains that “conform to formal English” but perform poorly in certain
domains, like biomedicine and legaltext, where customized algorithms tend to perform better. A specialized cormpus
like MEDLINE containing journal citations, titles and abstracts presents challenges for SBD due to the difficulties in
recognizing uppercase letters belonging to domain-specific (genetic, biological, and chemical) terms, and
disambiguating abbreviation-periods among journal abbreviations and medical terms.

In the domain of general text SBD, Riley [8] useda decision tree classifier while Gillick [9] used a supervised approach
with Naive Bayes and Support Vector Machine (SVM). Kiss [10] proposed an unsupervised abbreviation detection
algorithm with the Punkt model that ““can detect abbreviations based on collocation between periodsand truncated words”.
Palmer [11] used a neural network with inputs as vectors of binary values representing contextual words surrounding
punctuation marks. These techniques reported high accuracies of over 98.00%on both WSJandthe Brown corpus.

Savelka [5] and Sanchez [12] suggested methods to detect sentence boundaries in legal text domains “using
customized Punkt tokenizer and Conditional Random Field (CRF) algorithms”. Both systems reported accuracies in
the range from 75.00% to 90.00%. Buyko [13] recommended a new approach by retraining the OpenNLP software
application on specific biology domains, including the GENIA and PennBiol E25 corpora, and the system reported
accuracies of 99.00% and 97.40%, respectively. This experimentwas applied on the GENIA corpus [3], a collection
with 1,999 abstracts from the MEDLINE database. Kreuzthaler [14] suggested a system using two SVM binary
classifiers for abbreviation and sentence detection to detect sentence boundaries in German clinical narratives. The
system reported an F-measure of 95.00% for abbreviation detection and 94.00% for sentence delineation.

In this paper, we describe our hybrid-ensemble approach to detect sentence boundaries to address and resolve
identified SBD challenges. Thealgorithm is based onmajority votingamong three SBD engines (Python NLTK [15],
pySBD [16], and Syntok [17]) followed by custom post-processing rule-based algorithms to detect sentence
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boundaries that rely on NLP spaCy part-of-speech (POS) [18] tokenization library, abbreviation, and capital letter
detection, and computing general sentence statistics. The performance of the proposed SBD algorithm has been
evaluated usingtwo data sets of approximately threethousand MEDLINE citations. The evaluation results show that
our hybrid-ensemble approach performs better than each individual engine in terms of improving the detection
accuracy of correct sentence boundaries.

Methods
Data sets

The training data set consists of 1,514,446 citations randomly selected from the 30-million citations in the 2020
MEDLINE Baseline data set [19] and isused for observations and for developing featuresand rules for the proposed
SBDalgorithm. There are two ground-truth data sets thatwe used to evaluate the system performance of the proposed
SBDalgorithm: the GENIA corpus[3] ground-truth data set and the 2021 SBD ground-truth data set.

The GENIA corpus [3] ground-truth dataset consists of 18,541 sentencessegmented from 1,999 citationsfrom MEDLINE
database. It was created from the Genome Informatics Extraction (GENIA) project to provide the gold standard for the
evaluationof text mining systems. For the 2021 SBD ground-truth data set, we downloaded a pproximately 32-million
citations from the 2021 MEDLINE Baseline data set [19] in XML file format. We then randomly selected 1,020 citations
that were not in the 2020 MEDLINE Baseline data set and extracted titles and abstracts from the XML. For any
“structured abstracts” citations, we kept only thelabel followed by a colonspace and filtered out “Nlm Category” and
their XML tag “AbstractText” [20]. For example, the XML text “<AbstractText Label="METHCDS'
NIm Category="UNASSIGNED">This is a test.</Abstract Text>became “METHODS: This is a test.” From the selected
1,020 citations, we manually annotated the boundaries of 11,204 sentences to build the 2021 SBD ground-truth data set.

Basic definitions
Definitions of the basic features used in our systemare given here.

1.4 “regular” capital word versus a “special”’ capital word: In our system, words that begina sentence could be considered
as “regular” or‘“‘special” capital words. A “regular” capital word hasits first character asan uppercase letter (e.g. “National”)
while a “special” capital word includesan uppercase letterafter its first character (e.g. “20-Hydroxycholesterol”).

2. VERB-Phrase sentences and NOUN-Phrase sentences: POS taggingis a technique to map words asnouns, verbs,
adjectives, adverbs, etc. In our system, NLP spaCy POS tagging library [18] is used to generate two lists of attributes
of the tokenization outputs forany sentence: a POS list and a TAG list. A POS list shows the coarse-grained part of
speech, andits associated TAG list shows the fine-grained part of speech, as shown in the following example.

Sentence: “This method shows advantagesin  two aspects.”

POSIist:  [DET','NOUN', 'VERB','NOUN', 'ADF','NUM', 'NOUN', 'PUNCT]

TAGlist:  [DT', 'NN, VBZ', 'NNS, IN', 'CD', 'NNS, 1]
A complete list of POS and associated TAG list are available [18]. Based on these lists, a “VERB-Phrase sentence”
and a “NOUN-Phrase sentence” are defined as follows:

A sentenceis considereda “VERB-Phrasesentence” if it satisfies one of the following two cases:
Case1:POS=AUXand TAG=VBorVBDor VBPor VBZ
Case2:POS=VERBandTAG=VBD orVBP orVBZor VBNor MD

A sentenceis considereda “NOUN-Phrase sentence” if it satisfies one of the following three cases:
Case 1: POS= NOUN or PROPN
Case 2: POS=PRONand TAG=EX orPRP or WP
Case 3: POS=DET and TAG =WP$

As a result, we define the “five sentence-based POS tagging types” as follows:

NP: A sentence with only a “NOUN-Phrasesentence”, e.g., “Level of evidence : Level II.”
VP: A sentence with only a “VERB-Phrasesentence”, e.g., “Were investigated.”
NP+VP: A sentence with a “NOUN-Phrase sentence” followed by a “VERB-Phrase sentence”,
e.g., “Fastand scalable tools are henceneeded"
VP+NP: A sentence with a “VERB-Phrase sentence” followed by a “NOUN-Phrase sentence”,
e.g., “Excludedwere 139 Websites.”
NP+VP+NP: A sentence with a “NOUN-Phrase sentence” followed by a “VERB-Phrase” and a “NOUN-Phrase”

e.g., “Costs were estimatedin US dollars.”
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3.Normal POS versus Special POS: Based onour observations, we recognized two POS terms thatplay animportant
role in helping to make the connection decisions between consecutive sentences: “PROPN” and “INTJ”. They are
defined in this paper as special-POS and the remaining termsare normal-POS (“ADJ”, “ADP”, “ADV”, “AUX",
“CCONJ”, “DET”, “NOUN”, “NUM”, “PART”, “PRON”, “PUNCT”, “SCONJ”, “SYM”, “VERB”, and “X”). The
followingshowexamples of broken sentences that could be connected throughthe help of special-POS.

By contrast, cyto. 0,i.e., the...tension.

ADP, NOUN, PUNCT, PROPN, PUNCT INTJ, PUNCT, X, PUNCT, DET,...,NOUN,PUNCT

Furthermore, ...anion (02-.) with 1 ... scavenging O2-.

ADV, PUNCT, .., NOUN, PUNCT, INTJ, PUNCT, PUNCT  ADP, NUM, .., VERB, X, PUNCT

Orv Hetil. 2020;161(1): 33-38.

PROPN, PROPN, PUNCT NUM, PUNCT, NUM, PUNCT, PUNCT,NUM, SYM, NUM, PUNCT

Algorithmsto Handle Sentence Boundaries Challengesin MEDLINE

We used two algorithms to address the above-mentioned challenges: the “special” capital word detection algorithm
and the abbreviations detectionalgorithm.

1. The “special” capital word detection algorithm: A sentence usually starts with a word in which its first character is
an uppercase letter. However, this condition might nothold true for some genetic, biological, and chemical terms where
digits, punctuation, lowercase letters, and symbols (such as “12a-Hydroxyl”, “(-)-Deprenyl”, ““Lichen”) might start a
sentence. For these terms, we observed some special patterns from characters before their first uppercase letter (suchas
“digits, Greek letters, punctuations” for ““12a-Hydroxyl”, “punctuations” for “(-)-Deprenyl”, “symbols” for “Lichen”).
Therefore, in order to address such variants, we built a predefined list of “special” capital word patterns and developed
an algorithm using this list to detectwhether the firstword of a sentenceis a “special” capital word.

To build a predefined list of capital word patterns, we collected only sentences of which the first word hasatleastone
uppercase letter, but its first character is not an uppercase letter. In addition, we limited the sentence length to be
greaterorequalto the average sentence lengthwhich is 110 characters to reduce the number of collected samples.

Note thata common plain English guideline says that an average sentence length is about 15-20 words [21]
and the average word length isabout 4.7 characters [ 22]. In this paper, the average sentence length (AVGSL)
is calculatedbased on 5 characters per word, an average of 18 words, and 17 spaces per sentence as follows:
AVGSL =18 words * 5 characters + 17 spaces =110 characters.

To build a predefined list of capital word patterns, we first collected all “special” capital word patterns that are
generated by (a) taking the sentences’ first words and truncate them at their uppercase letter. For example, the first
word “12a-Hydroxyl” is truncated into “12a-", (b) building lists of Unicode names associated with characters of the
truncated words. For the truncated word “12a-", the list of Unicode names is: “DIGIT ONE”, “DIGIT TWO”,
“GREEK SMALL LETTER ALPHA”, “HYPHEN-MINUS”, (c) replacing Unicode names based on their type by
their predefined “replacement” symbols using the replacement table (Table 1). For the list of Unicode names in b),
the replacement symbols are 00XH, (d) replacing consecutive similar “replacement” symbols by a single
“replacement” symbol to build “special” capital word patterns for the truncated words. For the above replacement
symbols in ¢), the “special” capital word patternis 0XH. We then tabulated and sorted the collection of the “special”’
capitalword patterns based ontheir pattern occurrence frequency and selected thetopmost patterns as the predefined
list of “special” capital word patterns.

Table 1. Replacement symbols

Type of Unicode Name | Replacement Type of Unicode Name | Replacement
Greek alphabet X Small letter Y
Hyphen H Bullet B
Punctuation P Inverted question I
Digit or Number 0 Symbols z
Superscript S Specialspace *
Roman numeral R No replacement ?

We applied the above procedure on the training data set described in the Methods section and came up with a
predefined list of “special” capital word patterns (Table 2).

A first word in a sentencecouldbe classifiedas a “special” capital word ornot by first represent it as a symbol-based
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word using the replacementtable (Table 1) and then compare the symbol-based word with the predefined list of
“special” capitalword patterns (Table 2).

The algorithmto detecta “special” capital word for the first word in a sentence starts by truncating the given word at
its first uppercase letterand thenrepresents the truncated word as a list of Unicode names where each Unicode name
is associated with each character of thetruncated word. Next, it convertsa list of Unicode names intoa symbol-based
word using the replacement table (Table 1). Finally, it checks the symbol-based word against the predefined list of
“special” capital word patterns (Table 2) to determine whether or not the given word isa “special” capital word.

Table 2. Predefined list of “special” capital word patterns

Sentence FirstWords “Special” Capital Word Patterns

Startwithdigits "0H","0","0POH","OPH","OHPOH", "OHP", "0POPH", "OPOPOH", "0XH",
"0POPOPOH", "0OHPOPOH", "OHXH", "OHPOHPOH", "0POPOPOPH", "OHPOQ"

Startwith punctuations "P" "H", "PHPH","PH", "PHP"
Startwith lowercase letter |"XH", "X0H", "XPOPH"
Startwithsymbols or others|"Z", "B", "S", "*", "I", "ZH","RP"

2. The abbreviations detection algorithm: Based on our observations of MEDLINE citations in ourtraining data set,
we havefoundthatone of the ways sentencesare incorrectly segmented is dueto the failure of recognizing a bbreviations
between consecutive sentences. To minimize the impact of this problem, we build a predefined list of abbreviations
(Figures 1 and 2) from lastwords of sentences and develop a simple abbreviations detection algorithmusingiit.

Abbreviations could connect to sentences that have the first character of their first word as either a lowercase or
uppercas letter; however, we limit the algorithm’s attention to just lowercase letters and consider only abbreviations
having8 characters or less to reduce thenumber of collected samples.

Tobuild a list of abbreviations, we collected allwords that(a) have 8 characters or less, (b) are ended with a period,
and (c) are followed with a word starting with a lowercase letter. We then tabulated the collection of the collected
words into two groups: 1-period group (e.g., “approx.”, “Corp.”, etc.)and 2 -period group (e.g., “i.e.”, “Ph.D.”, etc.)
and filtered outwords with a frequency of less than 100to build the predefined list of abbreviations.

We applied the above procedure on the training data set and came up with the following list of abbreviations for the
1-period group (Figure 1) andthe 2-period group (Figure 2).

‘(approx.’, ‘(ca.’, “(exp.’, ‘(fig.’, ‘(max.’, ‘(mol.’, ‘(ref.’, “(Tab.’, “(vs.’, ‘approx.’, ‘eg.’, ‘eq.’, ‘equiv.’, ‘etc.’, ‘fig.’,
‘figs.’, ‘gm.’, ‘inc.’, ‘incl.’, ‘Ib.”, ‘nmol.’, ‘ref.’, ‘resp.’, ‘subsp.’, ‘vol.’, ‘vs.’, ‘et gil.’, ‘(no.’, ‘(pp.’, ‘appr.’, ‘no.,
‘nos.’, ‘pg.’, ‘pp.’, ‘Ae.’, ‘Aer.’, ‘aff.’, ‘An.’, ‘ca.’, ‘cc.’, ‘cf.’, ‘cv.’, ‘Cx.”, ‘Exp.’, ‘int.’, ‘Jr.”, ‘microg.’, ‘microM.’,
‘02-, ‘P, ‘Ps.’, ‘pv.’, ‘Rh.’, ‘Rps.’, ‘Rs.’, “sc.’, ‘Sch.’, ‘Ser.’, ‘Sh.’, ‘sp.’, ‘spp.’, ‘sq.’, ‘ss.’, ‘ssp.’, ‘St.’, ‘Staph.’,
‘str.’, ‘Strep.’, “Th.’, ‘Tr.”, “Vmax.’, ‘Chem.’, ‘Biol.’, ‘Biochem.’, “Virol.’, ‘Biophys.’, ‘anti-A.’ to ‘anti-Z.’

Figure 1: The “general” 1-period abbreviation group

‘(@.g.’, ‘(ie.’, ‘b.wt.’, ‘e.g’, ‘f.sp., ‘ie.’, ‘mg/kg’, ‘molzwt.’, ‘mol.wts.’, ‘ng./ml.f, ‘p.m:’, ‘Ph..D.’, ‘U.K.’, ‘U.S.,
‘(ip.’, ‘(n.s.’, ‘(p.i’, ‘(s:.d.’, ‘a.m.’, ‘b.d.’, ‘b.w.’, ‘c.i’, ‘i.d.’, ‘ig’, ‘im.’, ‘ip., ‘Lpl’, ‘it ‘ith.’, ‘Lv.’, ‘m.w.’,
‘n.s.’, ‘n.sp.’, ‘p.c.’, ‘p.i.’, ‘p.o., ‘s.c.’, ‘s.d.’, ‘s.e.’, ‘s.l’, ‘s.s.’, ‘sp.n.’

Figure 2: The “general” 2-period abbreviation group

The simple abbreviations detection algorithm could be implemented by checking the sentence last word. If the
sentence last word without trailing whitespace characters is found in the above 1 -period or 2-period abbreviation
group, then itis an abbreviation.

System Overview

The algorithm starts with segmentinga documentinto sentences with each SBD engine, followed by a majority voting
to build a list of most voted sentence “proposals” for the document. After this, the content-based features and the
grammar-based features are computed using the five sentence-based POS tagging types, the abbreviation detection
algorithm, the capital word detectionalgorithm, and computing general sentence statistics. These featuresare thenused
to determine whether to connect consecutive sentences. Thealgorithmends with splitting sentences with specific pattems.

To decide on the connectionamong segmented sentences, thealgorithmic approach is to look for complete and incomplete
sentences. Incomplete sentences could be the results of SBD engines that failed to recognize sentence delimiters, identify
capital words, detect abbreviations, etc. Further, incomplete sentences should connect to other sentences.
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We used sentence attributes, the number of votes on each sentence, sentence structure, and POS to evaluate the
completeness of each segmented sentence. Thereare two sets of featuresfor each sentence: content-based and grammar-
based. Content-based features are based on character statistics, abbreviations, majority voting, and five sentence-based
POS tagging types. Grammar-based features are based on the POS tags for the first and last two temrms in a sentence.
These two setsof features complement each other to help in making connection decisions between consecutive segmented
sentences. Figure 3 shows theworkflow of the MEDLINE SBD system to process a MEDLINE citationand each step of
this process is described in detail in the nextsection.

Title + Abstract

python NLTK pySBD Syntok
SBD SBD SBD

Segmented Sentence | Segmented Sentence | Segmented Sentence

Majority Voting

Ji

Voted Sentences

Generate content- Generate grammar-
based features based features

Content-Based Features Grammar-Based Features

Apply rules-based algorithms to connect
consecutive sentences

Modified Sentences

Apply rules-based algorithms to split
sentences

Final Sentences

Figure 3: MEDLINE Sentence Boundary Detection Diagram

MEDLINE Sentence Boundary Detection Process

The MEDLINE SBD process consists of six steps: (1) segment a document into sentences by each SBD engine,
(2) build voted sentencesamong SBD engines using a majority voting algorithm, (3) generate the content-based
features for voted sentences, (4) generate the grammar-based features for voted sentences, (5) apply the rules-based
SBDalgorithm to decide on connection between consecutive sentences, and (6) split sentences with specific pattems.

1. Segment a documentinto sentences: Each SBD engine segments the document into sentences and each sentence is
recorded with a startingindexand a stopping index relative to the start ofthe documentandits voting SBD engine.

2. Build voted sentences using a majority voting algorithm: The majority voting algorithm groups sentences from
SBD engines together and assigns the number of votes for each sentencetobuild the voted sentences for the document.
Forthe three SBD engines, the algorithm collects sentencesinto three groups: 3-votegroup, 2-vote group, and 1-vote
group. First, sentences with 3 votes arecollected into the 3-vote group. Next, sentences with 2 votes thatare notin the
3-vote group are collected into the 2-vote group. Finally, sentences with 1 vote that are not in the 3-vote and 2-vote
groupsare collected intothe 1-vote group.

Note thatonly one SBD engine will be selected for the lastgroup with onevote to avoid overlapping among selected
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segmented sentences. Based on the observations of segmented sentences by the three SBD engines over several
thousand MEDLINE citations, the priority for which engine to selectis PythonNLTK, pySBD, and Syntok.

3. Generate the sentence content-based features: The content-based features consist of structure information and
character statistics of a sentence, and they are used to justify if a sentence is complete orincomplete for the purpose
of connecting consecutive sentences. There are six sentence content-based features: “GRAMMAR”, “STYLE”,
“ABBREVIATION”,“LENGTH”, “LOCATION”,and “CATEGORY”, and they aredefinedand explained next.

A sentence is complete when it begins with a capital letter (a regular/special capital word), ends with a punctuation
mark (period, question mark, orexclamation point),and hasboth a subject and a verb. A subject may be a noun (@
person, place, or thing) or a pronoun. For example, a sentence that starts with a capital word and consists of one or
severalcombinations of “NOUN-Phrase sentence” and “VERB-Phrase sentence” has a high chance to be a complete
sentence. As a result, we used the five sentence-based POS tagging types and the “special” capital word detection
algorithm defined in the Methods section (Basic definitions and Algorithms to Handle Sentence Boundaries
Challenges in MEDLINE) to generate the “-GRAMMAR?” feature and the “STYLE” feature, respectively.

GRAMMAR = “Grammatical Complete” IfthePOStaggingtype=NP+VP+NP or NP+VP or VP+NP
GRAMMAR = “Grammatical Incomplete” IfthePOStaggingtype=NP or VP or Unknown

STYLE =“Uppercase Sentence” Ifa sentencehasa “regular”or “special” capital word
STYLE =“Lowercase Sentence” Otherwise

Next, we apply theabbreviations detection algorithm defined in the Methods section (Algorithms to Handle Sentence
Boundaries Challengesin MEDLINE) on thelast word ofthe sentence to build the “ABBREVIAT ION” feature.

ABBREVIATION=“Yes” If an abbreviationis found at theend of the sentence
ABBREVIATION=“No” Otherwise

Based on our observations, a sentence with an average sentence length (AVGSL =110 characters) or higheris most
likely to be a complete sentence. In addition, the higher number of votes assigned on a sentence from three SBD
engines gives more confidence thatit is a complete sentence. Therefore, the number of characters and the number of

votes are usedto define a sentence content-based feature called “LENGTH” as follows:

LENGTH =“Medium-or-Long Sentence” If (votes<=2and numberof characters >=% of AVGSL) or
(votes > 2 and number of characters >=%, of AVGSL)
LENGTH =*“Short Sentence” Otherwise
The locationofa sentenceis another feature, andits valuesinclude below:
LOCATION=“First” If thesentenceis the firstsentence
LOCATION=*“Last” If thesentenceis the lastsentence
LOCATION=“Middle” Otherwise
In addition, the punctuations are used to define one more feature: “CATEGORY”.
CATEGORY =“Punctuations-Only-Sentence” If the sentence consists of punctuationsonly
CATEGORY =“Regular” Otherwise

4. Generate the sentence grammar-based features: POS categorizes words by type, such as nouns, verbs, adjectives, and
each sentenceis associated with a POS list that is used to build the grammar-based features. As shown in the Methads section
(Basic definitions), some combinations between the ending POS tems of the current sentence and the beginning POSterms
of the next sentence could help to connect them together. Therefore, we define two grammar-based features for each sentence:
“BEGINNING POST TERMS (BPT)” and “ENDING POST TERMS (EPT)”. Thefirstfeature is based on the first one
ortwo POS termsofthe sentence while the second one is based on the last one or two POS terms of the sentence.

The fourvalues ofthe BPT are “normal-POS”, “PUNCT +normal-POS”, “special-POS”, and “PUNCT+special-POS”.

normal-POS The POS list starts with a normal-POS
PUNCT+normal-POS The POS list starts with a PUNCT followed with a normal-POS
special-POS The POS list starts with a special-POS (“PROPN” or “INTJ”)
PUNCT +special-POS The POS list starts with a PUNCT followed with a special-POS
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The fourvalues ofthe EPT are “normal-POS”, “nomal-POS+PUNCT?”, “special-POS”, and “special-POS+PUNCT”.

normal-POS The POS list ends with a normal-POS
normal-POS+PUNCT The POS list ends with a normal-POS followed with a PUNCT
special-POS The POS list ends with a special-POS
special-POS+PUNCT The POS list ends with a special-POS followed with a PUNCT

Forexample, consider the following sentence with its POS list:
Sentence: “This method shows advantagesin  two aspects.”
POS list: [DET','NOUN', 'VERB','NOUN', 'ADP', 'NUM','NOUN/, 'PUNCT]

The BPT feature is “normal-POS” because its POS list starts with a normal-POS ('DET') and the EPT feature is
“normal-POS+PUNCT” becauseits POS list ends with a normal-POS and a PUNCT (‘NOUN', PUNCT).

5. Apply the rules-based SBD algorithm: We apply the rules-based SBD algorithm to connect or separate segmented
sentences andthe following statements are used in the algorithm.

e Setthesentence “START” or “STOP” means it is the start sentence or the end sentence, respectively.
e Setthesentence “RIGHT CONNECT” means it connects to thenext sentence on its right.
e Setthesentence “LEFT CONNECT” means it connects to the previous sentence on its left.

There are heuristic rules and three parts of observation rules, and they are executed in this order. In addition, there are
synchronizationrules to synchronize connections.

5a) Heuristic Rules: There are eight straightforward heuristic rules, and they are created to handle common-sense
cases. Forexample, sentences ended with abbreviations should be “RIGHT CONNECT ’to the nextsentence.

Rule 1: If sentence CATEGORY =“Punctuations-Only-Sentence” then
If sentence LOCATION=“First” then set the sentenceto “RIGHT CONNECT”
Else if sentence LOCATION =“Last” thenset the sentence to “LEFT CONNECT”
Else set the sentenceto “LEFT CONNECT” and “STOP”

Rule 2: Ifsentence LOCAT ION =“First” then set the sentenceto “START”
Rule 3: Ifsentence LOCATION =“Last” then set the sentence to “STOP”
Rule 4: If sentence LENGTH =“Medium-or-Long Sentence” then set the sentence to “START”

Rule 5: Ifsentence ABBREVIATION=“Yes”
If sentence LOCATION =“First” or “Middle” then set the sentenceto “RIGHT CONNECT”

Rule 6: Ifthe sentence starts with a case-insensitive “Copyright”ora symbol ® then
If the sentence containsa year between 1900and 2200 thenthen set the sentenceto “START”

Rule 7: If sentence LENGTH =“Short Sentence” and GRAMMAR =“Grammatical Complete” then
If sentence STYLE =“Uppercase Sentence”thenset thesentenceto “START”

Rule 8: 1fsentence LENGTH =“‘Short Sentence” and GRAMMAR = “Grammatical Incomplete” and
If numberofwords<= 1 ornumber of words without stop words <=1 or number of characters <=5then
If sentence LOCAT ION =“First” then set the sentence to “RIGHT CONNECT”
Else if sentence LOCATION =“Last” thenset the sentence to “LEFT CONNECT”

5b) Synchronization rules: These rules are straightforward rules, and they are required to synchronize connections
among surrounding sentences whenthere is a new connection between sentences.

Rule 1: If the current sentence is not the first sentence:
Ifit is set to “LEFT CONNECT ”thenset the previous sentence to “RIGHT CONNECT”
Else if it is setto “START” thenset the previous sentenceto “STOP”

Rule 2: If the current sentence is not the last sentence:
Ifit is setto “RIGHT CONNECT” thenset the nextsentenceto “LEFT CONNECT”
Else if it is set to “STOP” thenset the nextsentence to “START”
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5c¢) Observation rules - Part 1: When a sentence is a short sentence and does not start with a capital word, it should
connect to its preceding sentenceas described in the following two rules.

Rule 1: If the current sentence GRAMMAR =“Grammatical Incomplete”
and STYLE =“Lowercase Sentence” and LENGTH=“Short Sentence” then
Set the current to “LEFT CONNECT ”andthe precedingto “RIGHT CONNECT”
Rule 2: If the current sentence GRAMMAR =“Grammatical Complete”
and STYLE =“Lowercase Sentence” and LENGTH=“Short Sentence” then
If the preceding sentence GRAMMAR =““Grammatical Incomplete” and L ENG TH= “Short Sentence” then
Set the current to “LEFT CONNECT”andthe precedingto “RIGHT CONNECT”

5d) Observationrules - Part 2: Rules developed in this sectionare more complicated thantherest since both content-
based features and grammar-based features of the current and next sentences are involved to make the connection
decisions. There are many cases where sentences are broken into pieces due to errors in recognizing sentence
delimiters, capital words, and abbreviations; most of these sentences areincomplete. Thereare twelverules shown in
Figure 4 that are created based on the combinations between sentence content-based features GRAMMAR, STYLE,
LENGTH, andsentence grammar-based features EPT and BPT and they are applicable only to “Short” sentences.

GRAMMAR | STviE Junem]  mer | T | GRAMAR | stvie | tmemn -
normal-POS or
. Grammatical . Short normal-POS+PUNCT or special-POS or Grammatical i Short
Incomplete Uppercase special-POS or PUNCT+special POS  Incomplete Uppercase
special POS+PUNCT
normal-POS or
5 Short normal-POS+PUNCT or special-POS or Short
Lowercase o special-POS or PUNCT+special- POS Lowercase o
special POS+PUNCT
Grammatical . ) Grammatical !
3 Tncomplete Uppercase Short special- POS+PUNCT normal-POS Tncomplete Short Set ﬂ]et
. - . curren
4 Gmmaal o ercase  Short special POS PUNCT+normalpos  Crammatical Short  sentence
Incomplete Incomplete «
RIGHT
Grammatical ' . ’ Grammatical ' CONNECT”
5 Incomplete Uppercase Short special- POS normal POS Tncomplete Short
Grammatical . Grammatical ) Set the
6 Tncomplete Lowercase Short normal-POS+PUNCT special POS Tncomplete Short —
Grammatical . Grammatical sentence
7 Tncomplete Lowercase Short normal-POS special-POS Tncomplete Short «LEFT
Grammatical Grammatical CONNECT”
8 Tncomplete Lowercase Short special- POS+PUNCT normal-POS Tncomplete Short
Grammatical . . Grammatical !
9 Tncomplete Lowercase Short special- POS+PUNCT special-POS Tncomplete Short
Grammatical . Grammatical )
10 Tncomplete Lowercase Short special-POS PUNCT+normal-POS Tncomplete Short
Grammatical . | Grammatical ’
11 Tncomplete Lowercase Short special POS normal-POS Tncomplete Short
Grammatical . . Grammatical §
12 Incomplete Lowercase Short special- POS special POS Tncomplete Short

Figure 4: Observation rules - Part 2

5e) Observationrules-Part 3: The following rule isapplicable to short and incomplete sentences and the connection
decision is based solely onthe sentence grammar-based feature BPT of the next sentence.

Rule 1: If the current sentence GRAMMAR =“Grammatical Incomplete”
and STYLE =“Lowercase Sentence” and LENGTH="Short Sentence’ then
I the next sentence GRAMMAR =““Grammatical Incomplete” and LENGTH =““Short Sentence” then
If the next sentence BPT =“nomal-POS, PUNCT-+omal-POS, special-POS, or PUNCT +special-POS™
Set the current to “RIGHT CONNECT” and thenextto “LEFT CONNECT”
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6. Split sentences with specific patterns: Through our observations, we identified some specific patterns that SBD
engines failed to recognize, and they are as follows:

Pattern#1: Itstarts with a space, an uppercase letter, a period, a space, and a capital word suchas“ B. The” or “ A. In”

Pattern #2: [tstarts with a word, a period, and a capital word such as “test. The” or “station. That”

For both patterns, we observed that when sentences in the left and right of the period are grammatically complete
(GRAMMAR = “Grammatical Complete””) and the POS term ofthe first word followed the period is ‘DET’, ‘ADV?,
‘ADJ’, ‘VERB’, ‘PRON’ or ‘NUM?, sentences could be split at the period.

Therefore, the method to split sentenceswith specific patterns could start with the detectionofthepattern#lor#2 ina
sentence and follow by splitting the sentence into the left sentence and the right sentence at the period. When both
sentences are grammatically complete and the POS term of the first word of the right sentence belongs to the above-
mentioned POS list, the sentence splitting isacceptable.

Discussion

We implemented the SBD algorithm and conducted experiments on MEDLINE citations randomly selected from
several different biomedical journals. The algorithm is a combination between a majority voting among three SBD
engines andrule-based post-processing algorithms. Some rules are heuristic, while others are derived from observations
and from processing the collected training data set. The SBD algorithm is trained from the 2020 MEDL INE training data
set and evaluated from two ground-truth data setsand these datasets are described in detail in the Methods section.
Forthe evaluation, we measure the SBD performance in terms of accuracy using two criteria: sentence-based and citation-
based. For the sentence-based, the accuracy is based on the number of sentences detected by an SBD engine that are
found in the ground-truth data set (Tables 3A and 3B). For the citation-based, the accuracy is relied on the number of
citations having all their sentences found in the ground-truth data set (Tables4Aand 4B).

Table 3A: The GENIA corpus sentence-based evaluation results

Total GENIA corpus sentences: 18,541 PythonNLTK | pySBD Syntok MEDLINE SBD
Number of sentencesfoundin the GENIA dataset 18,036 18,156 17,916 18,453
Accuracy 97.28 97.92 96.63 99.53

Table 3B: The GENIA corpus citation-based evaluation results
Total GENIA corpuscitations: 1,999 PythonNLTK | pySBD Syntok MEDLINE SBD
Citationswith all sentences found inthe GENIA dataset| 1,761 1,813 1,707 1,945
Accuracy 88.09 90.70 85.39 97.30

Table 4A: The 2021 SBD sentence-based evaluation results

Total 2021 SBD sentences: 11,204 PythonNLTK | pySBD Syntok MEDLINE SBD
Number of sentencesfoundin the 2021 SBDdataset | 10,899 11,002 10,901 11,149
Accuracy 97.28 98.20 97.30 99.51

Table 4B: The2021 SBD citation-based evaluation results
Total 2021 SBD citations: 1,020 PythonNLTK | pySBD Syntok MEDLINE SBD
Citations with all sentences found inthe 2021 data set | 885 934 861 990
Accuracy 86.76 91.57 84.41 97.06

The average time in milliseconds to process a citationona “DELLIntel(R) Core(TM)i7-8700 CPU @ 3.20GHz with
64.0 GB running 64-bit OS Windows 10 Enterprise”are: 1.21 ms, 2.22 ms, 1.36 ms,and 6.27 ms for Python NLTK,
pySBD, Syntok,and MEDLINE SBD, respectively.

The results showthat the combined MEDLINE SBD engine offers the best sentence boundary detection accuracy on
the ground-truth data sets comparedto the other three single SBD engines.
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Conclusion

We developed the MEDLINE SBD algorithm using majority votingamong multiple SBD enginesand post-processing
rules derived from content-based and grammar-based sentence features. Evaluation results show that our proposed
SBD algorithm yielded good performance in terms of accuracy when compared to each single SBD. Therefore, we
concludethat the MEDLINE SBD algorithm provides animproved approach to sentence segmentation for MEDLINE
citations. However, we identified two shortcomings that should be resolved to furtherimprove the detection resuls.
First, the algorithm starts with a voting from sentences segmented by each SBD engine and follows with rules to
decide whether to connect consecutive sentences. Even though there were some brute-force parsing operations in the
last step of the MEDLINE SBD process to split segmented sentences with certain specific patterns. These operations
actually justhelpto minimize the impactof the problem by handling obvious cases, but the problem still remained to be
solved. Additionally, whenall SBD engines do notagree on detected sentence boundaries, a predefined single engine is
selected for the task and the algorithm cannot select other enginesthat might have better sentence boundaries. As a resul,
we plan to expand the current approach by including sophisticated methods to split segmented sentences as well as
techniques to dynamically select an appropriate single engine when none of the engines agree on detected sentence
boundaries.
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